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1. Abstract

This article presents our contributions to expedrsh and discussion search of Enterprise TradkliBaC
2006. In discussion search, we take advantageeof@atundant patterns of emails, such as the subject
author, sent time, etc., which we incorporate firell-based weighting method to mine discussiornid®p
with more robustness. Some non-content features, asi time-line and mail thread are found to bdulise
as experiments showed they improve the precisidheofearch.

In expert search, two variants of the BM25 and DBM25 weighting models - namely V-BM25 and
V-DFR_BMZ25 - are put forward. Query-based docunlength, not profile length, is used as document
length in these weighting models to eliminate npldtitopic drift. In addition, we propose a variarfitan
existing phrase weighting model to decrease topidusion (V-phrase) and a two-stage field-basedckea
method to refine the results. We demonstrate tappeoaches can effectively improve expert search.

2. Discussion Search

In this section, related work is presented firstigcondly data cleaning and feature extractiontisduced;
thirdly terminology and methods we used are disedisat last submitted runs are listed.

2.1 Related work

In [1], Anh et al. (Melbourne University) made a baseline run onratek from which all quoted text had
been stripped. In this baseline run, the documeotes were then supplemented, first by scores fiom
parallel index of the quoted text, then by scorkstber messages in the same thread, and finallhby
frequency with which the message’s author is potteithe W3C mailing lists. A separate run was made
using an impact-based system. The results shoveeidnibect-ordered run is superior to the chosenlibase
and retaining quoted text is superior to removingnhancing document scores with thread infornmaiso

a promising technique.

Craswell et al. (Microsoft Cambridge) identified three text fieldsubject, body and quotation [2] and
treated each of these differently over a uniformrigighted baseline. Their results emphasize the
importance of having appropriate training datakjiag for discussion search) to get satisfying rssul
Vechtomovaet al. (University of Waterloo) also adopted thread prtipe to identify the discussions [3].
All the test (pseudo-relevance feedback, and us®wie structure information) runs of CSIRO and ANU
performed poorer than the base run that simplyrigsh@mail structure and treated all elements eguall



Maybe there are bigger gains to be made by corisgiemail-specific features like thread structutk [
2.2 Data cleaning and feature extraction

Figure 1 shows the typical structure of a discussiessage. We can divide it into 19 parts (A-N)nfr
each of which information can be extracted.

Figure 1: Discussion thread extracted from the Ve8(us.

The distinction between these parts - and theie @d content-related or non-content-related - & th
cornerstone of our discussion retrieval schemeo#Ating to the HTML tag information and some struetu
feature (e.g. quotations are identified by the gtiot character '>") we can easily divide the doemtinto
parts labeled from Ato N in figure 1.

Part A is the navigation field;

Part B is the subject of the message. It is a sammwf the key points of the message and therefore
important piece of information;

Part C is the author of the message;



Part D is the creation time of the message;

Part E is the unique ID of the message;

Parts F/G can define the category of the messadestzow the relationship of the author with other
members;

Parts H/I/J/K refer to the main content of the sage. Parts J and K are the greeting part of the
message and the advertisement section respectiMadge parts have no relationship with the contemt,
we neglected them. The quotations (part I) - whach passages of the original text - are identifigd
quotation characters that prefix each line. Sucbtation characters can be >’ or ‘' or probabhhet
characters or regular expressions; combinatiortherh usually define the quotation depth. The new pa
(Part H) contains the new content typed by theautfithe message;

Part L is the attachment part;

Part M is the thread information from which we eatract the reply chain;

Part N is also a useless part.

2.3 Terminology

Timeline

In this paper, we calimelinethe time elapsed between the reception of an &andiits next
reply in the discussion.

Thread

Some e-mails often reply to a certain e-mail, aswilly discuss a single topic. In such situations,
all e-mails that discuss one certain topic belangniethread The first e-mail introducing the topic is
the root of the thread, and the e-mails that anskiere-mail are the children of the thread roateN
that an e-mail with no reply corresponds to a ttire@ntaining a single element.

Field

One e-mail has its author, email address, and atr@outes like: send time, receivers, etc. These
features are callefields of the e-mail in our paper.

2.4Methods

2.4.1Timeline-based approach
It is highly probable that the e-mails that discas=ertain topic are sent within a reasonably stimetline.
Conversely, “noise e-mails” (e-mails irrelevant ttee topic) occur more randomly in time so that the
timeline can filter them out in the search procdsse timeline-based filtering method can be decasedo
into the following steps:
Get top N e-mails (N =5 ~ 30) from the first sdaresults.
Sort them by the send time (optional).
Group these e-mails by the send time
For each group:
Get the <start, end> time slot
For each e-mail in the top 1000 results:
If its send time is in the slot, add the constaitt its score



One key point of this method is how to group e-m)dibure 2 shows how it works:

Figure2: Workflow chart of timeline-based method

2.4.2 Thread-based approach
This method uses the thread information to clustertop N e-mails and adjusts their scores accgrttin
the groups they belong to in order to get rid ospanessages. It does not care about how to sélaech
results; it just focuses on re-ranking the fourslilis by adjusting their scores.

Then how to adjust the scores? We define what Wetea “distance” in thread, which is the space
between two e-mails in the same thread. We represeimead by the following tree:

O

Figure 3: Tree-based representation of a thread

From the black e-mail node (see figure 3), the uppe is the e-mail that it replied to; the lowaes
are the e-mails that replied to the black e-mdiler, the distance between the black one and ther upy
is equal to UP (it is a parameter whose value rarfigen O to 2 in our system), the distance betwiben
black one and the lower one is equal to DOWN (patamwhich value is 1).

The thread-based approach goes through every eimthié top N results. For each e-mail, we firstaii
the thread it belongs to; secondly, we computediBtance from this e-mail to every other e-maithie
same thread as follows:
Initialization of parameters: DOWN =1; UP: @~
From the seed node:
use the stack to compute:
Push the parent & children into the stack withatise:
Parent: this node’s distance + UP,
Children: this node’s distance + DOWN
Pop the node in the stack, and push its parentirelm upper. Stop until the stack is



empty
Next, we use the computed distance to adjust eaxengil’s score: if the average distance to the grou
is lower than a threshold, the score of this e-miilbe increased, otherwise, the score will béused. At
the end, every e-mail has a new score that is tsednk them again. After re-ranking, some correct
answers may have a higher relevance rank than witwuch processing, and some wrong answers may be
pushed to lower positions.

2.4.3 Timeline & thread-based method

This method uses the timeline to compute the digtan one thread, and this is the main differemoenf
the method above. In this case, the distance isirttedine. The other steps are similar to the cofethe
method in 2.4.2.

2.4.4 Advanced field-based method
As we know, the different parts of the documentehavdifferent importance. The important part of a
document contains the terms that are likely to in#éhe search query. The proposed advanced fieledbas
search method takes advantage of such observationprove the retrieval results. However, note that
part considered as important in one document caseba as less important in another. For instahee, t
subjectpart is very important as it contains the topidhad discussion, but when it is replied, the om@gjin
subject will be prefixed with ‘Re:’, adding no infoation to the content. Besides, the author whiieep
may type text with a new content that the subjecinot incarnate. In our experiments, we do notHix
weight of each field, but consider many interdeandields together. For example, if a term appéars
both the subject and body, we will set a high wetghthe subject, but when only the subject corstaiire
term, the weight of subject will not get a verynigeight.
2.4.5 Query Expansion
We used two kinds of query expansion in our expenits. One relates to the pseudo-feedback andhiee ot
is called 'expanding term form narrative part’.
* Pseudo-feedback: we check whether the top N doctsnierihe search results are relevant and
we extract some terms from these documents to catrthe expansion.
* Extract related terms form the narrative part: heeahe narrative part of the query is very long
and there are many noisy terms, we do not extidatermns directly but only the useful ones
relevant to the query part to achieve the expansion

2.5 Submitted Runs

There are 5 runs in our discussion search.
Run 1, timeline + field-based +query expansion
This method uses the first search results to eixtraery terms for the expansion and searches .again
Then it uses the timeline and fields to optimize slearch results.
Run 2, timeline + field-based +query expansion déoable write abbreviations
Before the search, duplicate abbreviations in dbepus like: “RDF” to RDFRDF, where RDF
stands for “resource description framework”. Themuwge the first search results to extract querpsdor
the expansion and search again. Then we use teérterand fields to optimize the search results.
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Run 3, timeline + query expansion and double vaiibreviations
Before the search, duplicate abbreviations in thepus like: “RDF” to RDFRDF, where RDF
stands for “resource description framework”. Themwge the first search results to extract querpsdor
the expansion and search again, then use the tien@lioptimize the search results.

Run 4, field-based + query expansion and doublevatbbreviations

Before the search, duplicate abbreviations in dbgpus like: “RDF” to RDFRDF, where RDF
stands for “resource description framework”. Themuwge the first search results to extract querpsdor
the expansion and search again. Then use thelfasldd approach to optimize the search results.

Run 5, timeline + advanced field-based method +yarpansion with narrative part

This method extracts query terms from the narrgbiat for the query expansion and searches again.
Then, we use the timeline and field-based appreatheptimize the search results. Tables 1 ando® sh
the precision results of the five different runsi@ltonsidering different levels of relevance.

Table 1 Precision results of the five runs

(Scores are computed where judging levels '2* t@os a pro/con) and above are considered relgvant.

runl run2 run3 run4 runs

num_ret 4776

num_rel_ret 3821 3901 3908 3924 3850
MAP 0.2648 0.2681 0.2749 0.2593 0.2852
P5 0.4043 0.3826 0.3783 0.3348 0.4478
P10 0.387 0.3565 0.3739 0.3283 0.437
P15 0.371 0.3536 0.3681 0.3174 0.4101
P20 0.3598 0.3598 0.3587 0.3174 0.3913
P30 0.3355 0.3297 0.3341 0.3058 0.3659
P100 0.27638 0.2837 0.2861 0.2733 0.2917
P200 0.2278 0.2328 0.2416 0.2312 0.2351
P500 0.1378 0.1417 0.1455 0.1419 0.1413
P1000 0.0832 0.0848 0.085 0.0853 0.0837

Table 2 Precision results of the five runs
(Scores are computed where judging levels "1"e(aht to the topic) and above are considered retgva

runl run2 run3 run4 run5
num_ret 4776
num_rel_ret 3827 3901 3908 3924 3850
MAP 0.3999 0.397 0.4026 0.3855 0.4065
P5 0.628 0.6 0.6 0.596 0.652
P10 0.582 0.582 0.578 0.57 0.61
P15 0.5587 0.5587 0.548 0.5413 0.58
P20 0.544 0.543 0.525 0.531 0.561
P30 0.514Y 0.512 0.498 0.5053 0.5307




P100 0.4408 0.4436 0.4478 0.438 0.4452
P200 0.3565 0.3617 0.3704 0.3641 0.3612
P500 0.2149 0.2194 0.2242 0.2203 0.2154
P1000 0.1274 0.1295 0.1298 0.1303 0.1262

0: not relevant.

1: relevant, does not contain a pro/con argument.

2: relevant, contains a negative (con) argument.

3: relevant, contains both pro and con arguments.

4: relevant, contains a positive (pro) argument.

From the results, we notice that the traditionelidfibased method has little effect on the MAP (abée 1).

It might be due to the numerous extracted fieldsnfthe corpus so that there are too many parameters
this method. As a result, there is not enoughitngi data to tune these parameters, which explaims
the method is not so effective.

Besides, we see that the timeline-based methodtefédficiently the MAP. It proves that using thimeline

to optimize the results is reasonable (see table 2)

3. Expert Search

Expert search is a new sub-task in TREC Enterpiiiaek. Given a topic, the task is to identify whe a
experts on the topic. It is a useful and attractesearch because there are very similar requiresmen
enterprises.

Expert search is not a simple task because we tappty classical Information Retrieval (IR) models
directly to get the results. For instance, methsalely based on keywords cannot achieve good sgsult
thus new solutions are wanted. Two common sear¢hads are easy to find out. The first one is doqutme
search and voting. We first search documents reteteaa given topic using a classical IR modelnthe
sort the experts based on their occurrence frequanthe documents relevant to the topic. The other
approach is profile search. That is, we first pssce corpus and build a profile for each expiéren, we
can use classical IR models to find experts inpitodiles for each topic. We tested the two methwith
TREC 2005 data. Experiments proved that the lattethod can achieve about 20% higher Mean Average
Precision (MAP) than the former one. Therefore,hage adopted the profile search method in our éxper
search scheme.

In this section, firstly related work is introdugetthen our pre-processing of the data and search
methods are presented; finally runs we submittediacussed.

3.1 Related work

Fu et al. (Tsinghua University) used a “document reorgamrdtmethod that is effective for the expert
finding task [5]. It reorganizes the descriptioranfi all sources of information for each candidateeet by
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allocating different weights to the documents’ simsr of context and ranking. Such approach yieltibe
performance than treating all sources of informmaiio the same way. Finally, a bi-gram retrieval inoet
increases the precision of the expert search.

Cao et al. (Microsoft Research Asia) used a two-stage languagpdel and window-based
co-occurrence sub-model [6]. They use metadatauilldibhg co-occurrence models and a clustering-based
re-ranking method.

Yao et al. (Peking University) jointly used three methodsatthieve the search [7]: a traditional IR
technique, an e-mail clustering method and an epaige finding scheme. The authors used two-result
aggregation methods of linear synthesis and Mar&b&in to combine the three generated results.
Experiments demonstrate that the traditional IRhoeétis useful if the query is well generated. Thaal
clustering method is effective when the mailing issrelevant to a unique work group or committaed
the entry page finding method is valuable whentdipéc is the theme of a special group.

MacDonald et al. (Glasgow University) created candidates profilesl aised the expC2 DFR
weighting model to rank them [8].

Ru et al. (Beijing University of Posts and Telecommunicatiprused three methods: a two-stage
ranking (BM25 weighting model and a language mdsided on KL-divergence to rank documents), a
corpus refinement and a name disambiguation [9].

3.2 Pre-processing of the data

To create a profile for each expert, we must firsicess the corpus. The W3C corpus consists ofpagbs,
emails, WIKI pages, CVS data and text files. Oualgse to find all related information for each erpand
create his/her profile database. The processimpg ste as follows:

3.2.1 Create a candidate identifier

In the expert list, a full name and at least omead address is provided for each expert. Howesgperts
will not always appear in the form of a full nameam email address. So we propose to add anchisrttex
the candidate identifiers list. The anchor texaibyper-link pointing to the email address of adidate
that we obtain by scanning each web page.

3.2.2 Find relations between candidates and documtsn

We visit each page to find experts by using thedichate identifier in each document and record the
occurrence information. In this step, we use theMdnber algorithm to do multi-pattern matching. The
occurrence information is recorded in a XML file.

3.2.3 Extract candidate occurrence information

We extract the occurrence information based orrdlaions we have built. The occurrence informaison
obtained within a window - of at most 50 words imes— centered on each occurrence position of the
expert.

3.2.4 Extract Web page core

Important information is extracted from each Welggahat has candidate information. We extract, title
headers, abstract, text occurrence, keywords ascriggons from HTML metadata. Headers include any
level HTML header, such as <hl>, <h2>. The abstiacthe first paragraph below headers entitled
“abstract”. Occurrence text is fifty words befomedaafter each candidate identifier. We call thipamant
information the Web page core. Only the Web page @oused in expert profiling but not the wholgga
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content.

3.2.5 Remove duplicated Web pages

We found that there are some duplicated Web pag®#$3C corpus that wrongly enhance the information
of the repeated topics. These duplicated Web pegexiuce a bias in the search results from thisCW3
data collection, thus decreasing the MAP. We userhethods to remove duplicated Web pages. One is by
URL. We found some specific URL patterns are da@pd, such as in
http://esw.w3.org/topic/Algae?action=diff&date=1@82621. URLs which have different date parameters
but similar contents are considered as duplicatee @ther removes a duplicated Web page when the
repeated part of each field (such as title, heammnrrence information, etc.) exceeds a proponibthe
total length of this field.

3.2.6 Generate profile database

We merge all non-duplicated Web page cores releiaah expert into his/her profile. In our experirtse

we got 696 profiles. However, 396 other expertddigtibe retrieved in this pre-processing phase.

3.3 Search methods

3.3.1 Two-stage search method

We propose a two-stage search method for expexttsda this method, a new weighting model and a
new phrase search method are combined together.

3.3.1.1 Variants of weighting models

In expert search, all queries that are titles &@ts So the BM25 weighting model [10] is adopté&te
BM25 we used calculates the relevance weightingehscbre of a profilel for a queryQ by the following
formula:

u atf log(k, N +10) (3.3.1)

w scordd,Q) = _—
- €d.Q) io K +tf gtf +k; N,

Wheretf is the frequency of termin the document (profiled; gtf is the query term frequenci is
the number of documents (or profiles) in the whaddection; Nt is the document frequency of tetk2
andk3 are parameterX is defined as:

I
avg_|

K =k,((1- b) +b ) (3.3.2)

Where | and avg_| are the document length and the average docureegth in the collection
respectivelykl andb are parameters.

Note that in equation (3.3.1), we added a unit tmisinside thdog(.) function to ensure that the
score is always positive. As a result, all profitegevant to any term of the query can be foundiclwh
increases the recall ratio.

To increase the precision, we use the DFR_BM25 hiigig model [11]. In this model, the relevant
weighting model score of a documeitfior a quenyQ is given by:

TF  (k; +Dqatf Iog(N - N, +05

) (3.3.3)
io TF+k, kK, +qtf k,N, +05

w_scordd,Q) =



Whereqtf, N andNt have the same meaning as those in equation (3«3, K2 andk3 are parameters.
TFis

TF =tf log(L0+c V9=
(3B.
Wheretf, avg_landl have the same meaning as those in formula (328d.)3.3.2)r is a parameter.
- + 0.
og (N N, 05) £o
k,N, + 05

In equation (3.3.3), if Nt > N/ (k2+1). That is, if more than a pre-set

percentage (1k@ +1)) of profiles contains a term, the term is edlh frequent term. In the model, frequent
terms of a query are ignored since frequent teriange hveaker document differentiation ability. For
example, we can consider as frequent a term trairigined by more than half of profiles. Such frext
terms have no contribution to the document score.

In our experiments, we search profiles to find etgpdn other words, profiles are seen as searched
documents. These profiles are created by the abtlatzeprocessing. Because each profile is formed fro
multiple Web pages related to different topics hepiofile may contain multiple topics. We experirtadly
verified this fact. When the profile length is usasldocument length in BM25 or DRF_BM25 weighting
model, some experts rank very low because thejngggested in several fields, which results in vienyg
profile lengths. In other words, those profiles éamultiple topic noise besides the given topic.avoid
such problem, the query-based document lengthadstéthe profile length is used as document length
BM25 and DRF_BM25 weighting models. Query-baseduduoent length is got in this way: for a query,
Web page cores are retrieved and then relevantpagé cores are found; for each profile, the queseld
document length is the sum of the document lengfhelevant Web page cores matching the profile’s
candidate. In other words, only the length of paftshe profile that are relevant to the query ased to
compute the document length. As a result, the meadpbsed in equation (3.3.1) can be regarded as a
variant of the BM25 weighting model (V-BM25) andrifula (3.3.3) is a variant of the DFR_BM25
weighting model (V- DFR_BM25). Our experiments pedhat the average precision of the variants of the
weighting models is higher than that of classic ghthg models. Document scores computed by the
weighting model will be adjusted by the followingrpse score.
3.3.1.2 Variant of phrase weighting model (V-phrage
Phrase search consists in seeking k-adjacent tragiven query in documents. In the method ofisec
3.3.1.1, the document (or profile) score is a line@mbination of the query terms. That is, onlyiwdlal
terms are considered while terms relationshipsgmered. Such approach may be sensitive to topft dr
For example, consider the expert candidate 01%@imnantic Web coordination who will have interacsion
with other experts in a distinct field such as PBRhe query is “Semantic Web Coordination” andyon
classic weighting models are used, the candida®® Ganks high even though he is not an expert in
Semantic Web Coordination. However, when we sefochelevant profiles with adjacent terms, such as
“Semantic Web”, “Web Coordination” or “Semantic We€bordination”, the candidate does not rank No.1.
It illustrates how topic drift decreases the effitty of such phrase search approach.

The relevant document phrase score for a qQasygiven by:

b_scorgd,Q) = PF (k, +1)gpf o (N - Np + 05 (3.3.5)

sio PF+K K, +qpf k,N, +05
1C




avg_|

PF =k* pflog(1.0+c ) (3.3.6)

Let |...] indicate the term numberis a k-adjacent phrase of quéyor P| =k; pfis the frequency of
phraseP. gpf is the phrase frequency in quédy N is the number of documents (or profiles) in theolgh
collection; Np is the document frequency of phra&ekl, k2 andk3 are parameters.is the query-based
document length. The number of k-adjacent phrasestés Q| - P|+1.
3.3.1.3 Document (profile) score
The document (profile) score is the linear comhorabf the document weighting model score and the
phrase score:

scordd,Q) =w_scordd,Q) +k,* p_scordgd,Q) (3.3.7)

3.3.2 Two-stage field-based search method

As was described in section 3.2, core informatitithe( abstract, headings and window informatios) i
extracted from each Web page. Then, for each cateititles of all related Web pages compose the ti
profile. In this way, candidate information consistf four fields: title profile, abstract profileadings
profile and window information profile. A two-stagearch method is applied to each field. Each ciabeli
profile score is a linear combination of field-bdgeofile scores:

scordc,Q) = / . scorg f,Q) = /. (w_scorg f,Q)+k,* p_scorg f,Q)) (3.3.8)

f1 fields f1 fields

Wherefields ={title profile,abstract profile, heading profile, window profile} ,

/ ; and K, are parameters.

3.4 Submitted Runs

We submitted five runs of expert search in TREC2@0bfive runs are based on the same data prooegssi
method as exposed above and with different weightirethods and parameters. The major differences
between the five runs are described below:

1. SRCBEX1 -- Using the queries from the <title> fieldUsing the V-BM25 weighting model, V-phrase
weighting model. No parameters tuning.

2. SRCBEX2 -- Using the queries from the <title> fieldJsing the V-DFR_BM25 weighting model,
V-phrase weighting model. No parameters tuning.

3. SRCBEXS3 -- Using the queries from the <title> fieldJsing the V-DFR_BM25 weighting model,
V-phrase weighting model. Parameters are tunedyysnts of TREC2005 collections and topics.

4. SRCBEX4 -- Using the queries from the <title> feeldJsing DFR_BM25 weighting model - whose
document length is the profile length — and thehvgge weighting model. Parameters are tuned by
part of TREC 2005 collections and topics.

5. SRCBEXS5 -- Using the queries from the <title> fieldUsing field-based two-stage search method
that uses the V-BM25 weighting model. Parametezgamed using 8 topics of TREC2006.

The following tables show the evaluation resultshef five submitted runs.

Table 3. Results of five submitted runs withoutmon documents
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Runs Average Precision Bpref P10

SRCBEX1 0.5290 0.5303 0.6347
SRCBEX2 0.5120 0.5140 0.6204
SRCBEX3 0.5165 0.5172 0.6265
SRCBEX4 0.4793 0.4874 0.5980
SRCBEX5 0.5639 0.5642 0.6551
Table 4. Results of five submitted runs with supgl@cuments
Runs Average Precision Bpref P10
SRCBEX1 0.3433 0.4056 0.4694
SRCBEX2 0.3353 0.3989 0.4633
SRCBEX3 0.3384 0.4012 0.4673
SRCBEX4 0.3297 0.3988 0.4653
SRCBEX5 0.3602 0.4299 0.4735

From the above tables, we can see that the avgragésion of SRCBEX3 is much higher than that of
SRCBEX4, which shows that the query-based docuregth method is more effective. The average
precision of SRCBEX2 is almost the same as th&REBEX3, which proves that V_DFR-BM25 is stable.

4. Conclusion

We (Ricoh SRCB team) participated in two tasks wofeprise Track, discussion search and expert lsearc
In the discussion search, we made use of many aotewt features, such as timeline and e-mail thtead
optimize the search results. We also used an addafield-based weighting method and query expansion
method. Experiments showed that most of thesebatés improve effectively the results. In the ekper
search, we developed a novel two-stage search cthethd improved it by a field-based approach.
Experiments demonstrated these methods are effectiv
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